
Several mathematical models of spiking behavior are used to

build Spiking Neural Networks (SNNs) models [1]. SNNs

have potential applications in various fields, however,

implementing SNNs can be challenging, especially when it

comes to classification tasks that require high accuracy and

low-performance loss. To address this issue, our study

compares,

• The performance of different SNN models and analysis of

the results to determine the most effective one.

• And emphasizes the importance of comparing different

models to determine the most suitable one.

This study involved simulating three different neuron models:

• The leaky integrate-and-fire (LIF) model [2]

• The nonlinear LIF (NLIF) model [3]

• The adaptive exponential (AdEx) model [4]

Each model is characterized by a system of differential

equations that govern the dynamics of the neuron's voltage and

other state variables as they respond to input currents.

We evaluated the model's performance by calculating classification accuracy and performance loss, and by visualizing the

spiking activity of randomly initialized neurons. The models were run with 1000 inputs and neurons, with varying parameters.

The synthetic dataset consists of 1000 samples with two

features, 𝑥𝑥1 ∼ N(0, 1) and 𝑥𝑥2 ∼ N(3, 1), and a binary target

vector, 𝑦𝑦, of length 2𝑛𝑛 where the first 𝑛𝑛 elements are 0 and the

last 𝑛𝑛 elements are 1. The dataset is shuffled using a random

permutation of indices 𝑖𝑖𝑛𝑛𝑑𝑑𝑖𝑖𝑐𝑐𝑒𝑒𝑠𝑠 = [0, 1, . . . , 2𝑛𝑛 − 1], and 𝑋𝑋 and

𝑦𝑦 are updated accordingly.

Figure 4: Classification Results

LIF NLIF AdEX

Classification Accuracy 71.65% 67.05% 90.65%

LIF vs NLIF NLIF vs AdEX AdEX vs  LIF

Performance Loss -6.86% -35.20% -26.52%

Table 1: Performance Comparision: Classification Accuracy

Table 2: Performance Comparision: Performance Loss
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A study compared different SNN models using the same inputs

and neurons, evaluating their performance and providing

insights for researchers and practitioners. Further research

could explore additional models and benchmarks to

determine the most suitable model for specific applications,

potentially saving time and resources. Overall, the study

highlights the potential benefits of SNNs and offers valuable

insights for future research and development.
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