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1 INTRODUCTION:
Spiking Neural Networks (SNNs) are inspired by the func-
tioning of biological neurons in the brain and use discrete
time steps to simulate the behavior of neurons through the
generation of spikes [1]. This allows SNNs to integrate input
from interconnected neurons, and when the input reaches
a certain threshold, it generates a spike that is transmitted
to other neurons. To build an SNN, a mathematical model
of the spiking behavior of neurons is required, and several
models are available, including the leaky integrate-and-fire
(LIF) model [2], the Adaptive Exponential (AdEx) [3], and the
Nonlinear Integrate-and-Fire (NLIF) models [4]. These mod-
els and others like them are used to simulate the behavior of
neurons in SNNs and improve the accuracy of the network’s
outputs. Overall, SNNs and their models are powerful tools
for modeling neural processing and have potential applica-
tions in a wide range of fields. Although SNNs and their
simulators have the potential to offer many benefits [5, 6],
but their implementation poses certain challenges. One of
these challenges is determining the most suitable SNNmodel,
especially when it comes to classification, which requires
high accuracy and low-performance loss.
In order to address this issue, a study was conducted to

compare the performance, behavior, and spikes generation
methodology of different SNN models using the same num-
ber of inputs and neurons. The challenge of determining
the most suitable model was addressed by comparing the
performance of different models, and the results were ana-
lyzed to determine the most effective one. Overall, this study
sheds light on the challenges and potential benefits of SNNs
and their models. It highlights the importance of comparing
different models to determine the most suitable and provides
valuable insights for researchers and practitioners working
in this area.

2 RESULTS AND DISCUSSION:
SNN models are typically built using mathematical equa-
tions that describe the behavior of spiking neurons. These
equations take into account various factors such as the input
current, membrane potential, and membrane time constant,
to simulate the behavior of biological neurons. Each SNN

model has its own set of equations that determine its behav-
ior. In this study, we investigate three different SNN models,
namely LIF, NLIF, and AdEX. Each of these models is im-
plemented using the update method, which takes an input
current and a time step and returns whether a spike has
occurred or not.

Types of SNN Models:
For each model, we initialize the instance variables and gen-
erate random weights for each neuron. One of the simplest
SNN models is the LIF model, which is described by Eq. 1:

𝜏𝑚
𝑑𝑉

𝑑𝑡
= −𝑉 (𝑡 ) + 𝐼 (𝑡 ) (1)

where 𝜏𝑚 is the time constant, 𝑉 (𝑡) is the membrane po-
tential of the neuron at time 𝑡 , and 𝐼 (𝑡) is the input current
at time 𝑡 . The membrane potential is updated based on the
Eq. 2:

𝑉 (𝑡 ) ← 𝑉 (𝑡 ) + −𝑉 (𝑡 ) + 𝐼 (𝑡 )
𝜏𝑚

· 𝑑𝑡 (2)

If membrane potential reaches the threshold potential 𝑉th,
the neuron fires a spike and the membrane potential is reset
to the resting potential 𝑉reset, which is described in Eq. 3:

if𝑉 (𝑡 ) ≥ 𝑉th, then𝑉 (𝑡 ) ← 𝑉reset (3)

A variation of the LIF model is the Non-Linear Integrate-
and-Fire (NLIF) model, which takes into account the non-
linear relationship between the membrane potential and the
input current. The NLIF model is described by Eq. 4:

𝑑𝑉

𝑑𝑡
=
−𝑉 + 𝐼

𝜏
(4)

where 𝑉 is the membrane potential, 𝐼 is the input current,
𝜏 is the membrane time constant, and 𝑑𝑉

𝑑𝑡
represents the

change in the membrane potential over time. The membrane
potential is updated based on the Eq. 5:

𝑉 (𝑡 ) ←
{
𝑉reset + 𝛼 · (𝑉 (𝑡 ) − 𝑉th ) & if𝑉 (𝑡 ) ≥ 𝑉th
𝑉 (𝑡 ) · 𝛽 & otherwise

(5)

where 𝑉reset is the resting potential, 𝛼 and 𝛽 are scaling
factors, and 𝑉th is the threshold potential. The membrane
potential is multiplied by 𝛽 if it is below the threshold, which
models the leakage of current from the neuron over time.
If the membrane potential reaches the threshold potential,
the neuron fires a spike and the membrane potential is reset
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to the resting potential plus a scaled depolarization of the
membrane potential (as described by Eq. 6):

if𝑉 (𝑡 ) ≥ 𝑉th, then𝑉 (𝑡 ) ← 𝑉reset + 𝛼 · (𝑉 (𝑡 ) − 𝑉th ) (6)

Another SNN model is the Adaptive Exponential (AdEX)
model, which captures the dynamic behavior of spiking neu-
rons more accurately than the LIF or NLIF models. The AdEX
model is described by Eq. 7:

𝑑𝑉

𝑑𝑡
=

−𝑉 + 𝜏𝑚𝐼 − 𝑉𝑟ℎ𝑒𝑜 + Δ𝑇 exp
(
𝑉 −𝑉𝑠𝑝𝑖𝑘𝑒

Δ𝑇

)
𝜏𝑚

(7)

where 𝑉 is the membrane potential of the neuron, 𝐼 is the
input current, 𝜏𝑚 is the membrane time constant, 𝑉𝑟ℎ𝑒𝑜 is
the rheobase potential, Δ𝑇 is the slope factor, and 𝑉𝑠𝑝𝑖𝑘𝑒 is
the threshold potential at which the neuron fires an action
potential. If 𝑉 exceeds 𝑉𝑠𝑝𝑖𝑘𝑒 , a spike is generated and 𝑉 is
reset to 𝑉𝑟𝑒𝑠𝑒𝑡 .
The dataset for this study was generated using the fol-

lowing approach; Let 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 = 1000, 𝑥1 ∼ N(0, 1), 𝑥2 ∼
N(3, 1), 𝑋 =

[
𝑥1 𝑥2

]
, 𝑦 =

[
0𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠

1𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠

]
, where

0𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
and 1𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠

are the vectors of length 𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 filled
with zeros and ones, respectively. To shuffle the dataset, let
𝑖𝑛𝑑𝑖𝑐𝑒𝑠 =

[
0 1 · · · 2𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 − 1

]
, and apply a random

permutation to 𝑖𝑛𝑑𝑖𝑐𝑒𝑠 . Then, let 𝑋 and 𝑦 be the arrays ob-
tained by indexing 𝑋 and 𝑦 with the shuffled 𝑖𝑛𝑑𝑖𝑐𝑒𝑠 .
where 𝑛 = 1000 is the number of samples, 𝑥1,𝑖 ∼ N(0, 1)

and 𝑥2,𝑖 ∼ N(3, 1) are the features of the 𝑖-th sample for
𝑖 ∈ 1, . . . , 𝑛, and 𝑦 is a vector of length 2𝑛 where the first 𝑛
elements are 0 and the last 𝑛 elements are 1. The dataset is
then shuffled using the indices 𝑖𝑛𝑑𝑖𝑐𝑒𝑠 = [0, 1, . . . , 2𝑛 − 1],
and 𝑋 and 𝑦 are updated accordingly.

Comparison
In this study, we explored the performance of different SNN
models by simulating their behavior using the equations that
define them. Each of these models is implemented using the
update method, which takes an input current and a time step
and returns whether a spike has occurred or not. We then
evaluated the performance of each model by calculating its
classification accuracy and performance loss. The proposed
approach also randomly initializes weights for each model
and visualizes the spiking activity of the neurons over time.
Figure 1 shows the classification accuracy and performance
loss of different SNN models. LIF model had an accuracy of
71.65%, while NLIF had an accuracy of 67.05%. AdEX model
had the highest accuracy of 90.65%. The performance loss
of LIF model was -6.86% relative to NLIF, -26.52% relative to
AdEX with LIF, and -35.20% relative to AdEX with NLIF. Fur-
thermore, The performance of each two compared models is
measured in terms of their accuracy. We used 1000 samples
as inputs and 1000 neurons for each model execution. How-
ever, the values of other parameters varied for each model.

Figure 1: Performance of different SNN models on a classifi-
cation based on 1000 inputs using 1000 neurons

These results provide insights into the suitability of different
SNN models for classification tasks and can aid in selecting
the appropriate model for a given task. The detailed results
can be viewed in [7].

3 CONCLUSION
In conclusion, a study was conducted to compare different
SNN models using the same inputs and neurons, providing
insights for researchers and practitioners in this area. The
study evaluated model performance by measuring classifica-
tion accuracy and performance loss and visualizing spiking
activity. In the future, further research could explore addi-
tional SNN models and compare their performance using
various benchmarks to determine the most suitable model for
specific applications, potentially saving time and resources.
Overall, this study highlights the potential benefits of SNNs
and their models and offers valuable insights for future re-
search and development.
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