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Abstract. State-of-the-art language models are showing immense po-
tential in natural language understanding. This is achieved by models
being trained on massive text data sets containing hundrets of GBs of
text data and by utilizing massive hardware resources to train models
with billions of parameters. These Large Language Models (LLMs) are
therefore provided pre-trained to the Al community and can be used as
a baseline for many application scenarios that want to deploy a tuned
version to solve specific target tasks. With the increasing amount of pa-
rameters in these models, fine-tuning is a non-trivial and costly problem
that makes their adaptability difficult. Additionally, the manual search
for optimal text prompts to be used for querying LLMs in few- and zero-
shot learning can have high complexity [2].

These concerns have led to the development of parameter-efficient meth-
ods for tuning LLMs as well as automating the search of prompts for
solving the target tasks. In the example of prompt-tuning [1|, a task-
specific prompt is trained, containing less than 0.1% of the total param-
eters of the pre-trained LLM, while the model parameters are freezed.
After being optimized in the continuous embedding space, it is concate-
nated with the input text during inference, guiding the model to solve
the task at hand.

Since this method shows promising results comparable to the standard
fine-tuning pipelines, fundamental questions regarding LLMs have been
raised, relevant to this project. On the one hand, the robustness of
prompt-tuned models against malicious adversarial scenarios needs to
be investigated since this method opens up new potential attack vulner-
abilities and the manipulation of trained prompts [6]. On the other hand,
there is little understanding of what task- or model-specific features are
entailed in the trained prompts and how they relate to the information
encoded within the layers of transformer-based LLMs, although the in-
terpretation of the optimized prompts has been instantiated [1].

In our poster presentation we want to highlight our preliminary research
on these key questions. Within the scope of the project, we experiment
by prompt-tuning open LLMs such as the T5 [4] and BLOOM |[5] mod-
els on popular classification tasks. For investigating the first question, we
built on the TextAttack |3] framework to attack both prompt-tuned and
complete fine-tuned models, while also reviewing other recent backdoor
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and adversarial attacks outside its scope. We furthermore look into the
feature representations of benign and adversarial text inputs specifically
targeting the latent space of the LLMs’ encoder and decoder hidden lay-
ers with a distribution analysis and visualization tools, in order to gain
a perspective on the second question.

Within our work we intend to bring further development into the overall
usefulness and robustness of prompt-tuning by understanding the un-
derlying mechanisms of LLMs, and hopefully accelerate the responsible
application of parameter-efficient tuning methods.
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