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Abstract—AI systems are increasingly pervasive, and their
large-scale adoption makes it necessary to explain their be-
haviour, for example to their users who are impacted by their
decisions, or to their developers who need to ensure their func-
tionality. This requires, on the one hand, to obtain an accurate
representation of the chain of events that caused the system to
behave in a certain way (e.g., to make a specific decision). On the
other hand, this causal chain needs to be communicated to the
users depending on their needs and expectations. In this phase
of explanation delivery, allowing interaction between user and
model has the potential to improve both model quality and user
experience. In this abstract, we present our planned and on-going
work on the interaction with explanations as part of the XAINES
project. The project investigates the explanation of AI systems
through narratives targeted to the needs of a specific audience,
and our work focuses on the question of how and in which way
human-model interaction can enable successful explanation.

Index Terms—XAI, explanations, human machine interaction

AI systems have huge potential to improve our lives,
especially when deployed in high stake scenarios such as
healthcare applications or automated driving, where erroneous
decisions can have severe consequences [1], [2]. Their im-
pact on human lives comes hand in hand with our need
to understand why a system behaves in a certain way, to
verify that it works as intended, and to estimate the extent
to which its decisions can be trusted. In order to enable the
use of AI systems in real-world applications, we need to find
appropriate ways for explaining their behaviour [3]–[5]. How
to do that depends on the audience consuming the model
explanations [6]–[8]. For example, Machine Learning (ML)
developers usually want to test and improve the system, and
explanations provide a way of identifying model shortcomings
to be fixed [9], [10]. For domain experts, such as medical
staff or engineers, who use the system for domain-specific
applications, explanations serve to improve the co-operation
between the domain expert and the machine, e.g. by providing
a way of evaluating the reliability of a model’s decision.

For both audiences, a central component is the interaction
between user and machine based on explanations (see Figure
1), where the model provides an explanation to the user,
and the user provides feedback to the model based on the
explanation [11]–[13]. For ML developers, providing feedback
to the model allows to efficiently fix deficiencies that were
identified based on model explanations [10]. For domain

experts, the interaction with model explanations benefits the
user and the way they use the system: The ability to provide
feedback to the model increases user satisfaction [11], [14],
[15] and their trust in the system [16]. Finally, the social
sciences point out that explanations themselves should be an
interactive communication between the model as explainer and
the user as explainee [17], [18].

Fig. 1. Interaction with explanations (middle part) plays a central role for
XAI, which requires the generation of model explanations (left part) and the
integration of user feedback (right part).

The goal of our work presented here is to deliver ex-
planations in an interactive loop that aligns with a target
audience’s needs. We investigate this task as a part of the
XAINES project1, that aims at explaining AI systems through
narratives, i.e. an event is explained by giving an account of
the events that caused it [19]. Figure 1 shows an overview
over the different research areas involved in our task. In the
following, we outline our on-going and planned work on
explanation generation (Section I) and the interaction with
explanations (Section II).

1https://www.dfki.de/en/web/research/projects-and-publications/
projects-overview/projekt/xaines/



I. GENERATING EXPLANATIONS

In addition to targeting two different audiences, XAINES
distinguishes two types of explanations (see Figure 2). ML
narratives convey the causal chain leading to a model pre-
diction, and can primarily be used to improve the model. For
example, saliency maps as ML explanations [20] can reveal
that a model picks up on irrelevant features to classify X-
ray images [21]. Domain narratives describe sequences of
domain-specific events that led to a specific outcome, and
can e.g. be used by domain experts to assess if a model
decision is justified. We explore the generation of both types
of explanations in the context of describing visual content,
with a focus on providing explanations for systems used in
the medical domain, e.g. for speech-based image annotation
[22] or medical decision support [23].
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Fig. 2. Examples of ML and domain narratives for a medical decision support
system.

A. Information Extraction from Images

The generation of domain narratives requires the extraction
and description of relevant information from domain-specific
data in various forms, such as X-ray images or health records
[24]. For domain narratives, we focus on the tasks of image
captioning [25]–[27] and visual story telling [28], i.e. the
description of relevant information in an image or sequences
thereof, and use saliency methods such as Grad-CAM [29]
to give ML explanations for the generated descriptions and
classifier decisions, e.g. in the context of skin cancer recogni-
tion [30], [31]. The underlying research questions are if image
descriptions are suitable as domain narratives, how their inter-
play with ML explanations impacts the explanation process,
and how to best generate relevant narratives for visual or multi-
modal content. In [32], we propose an image captioning model
that conditions generation on selected visual information to
model the fact that humans restrict their explanation of an
event to a subset of selected causal connections [18].

II. INTERACTING WITH EXPLANATIONS

For explanation delivery, we focus on making use of in-
teraction between user and machine: First, we investigate
how visual explanations can be delivered in an explanation-
feedback loop, that aims at improving the model based on
human feedback, and allows personalization of explanations.

Second, we explore how to move beyond a one-way broadcast
of explanation content by modelling explanation as a conver-
sational interaction between user and machine.

A. Interaction with Visual Explanations

We want to enable interaction with visual explanations of
classifier decisions in the Interactive Machine Learning (IML)
framework, where models are improved based on feedback
gained from interaction with users. Building on related work
exploring the explanation-feedback loop [12], [13], [33], we
will address the open questions of the best mechanism for
integrating feedback into the model [34], the type of feed-
back that is most helpful for model improvement, and how
to best evaluate the framework, either in terms of model
accuracy, or in terms of user-centric metrics. In addition
to ML explanations, we ask if IML methods can also be
used for rendering domain narratives. We plan to gain first
insights based on simulated feedback, and to then consolidate
findings in an interactive user study. Along with providing a
means for general model improvement, the interaction between
user and model can be exploited to adapt explanations, e.g.
as personalized image descriptions. Our experiments in [32]
show promising initial results for caption personalization using
interactive re-ranking of decoder output, which we plan to
explore further in the future.

B. Conversational Interaction as Narrative Explanation of AI

Human explanations are interactive and incremental, allow-
ing participants to challenge, query, negotiate, discuss and
clarify the explanation content, ideally until mutual under-
standing and agreement is achieved [35]. We aim at modelling
this important aspect of explanation as a goal-oriented dialog
between the user and the machine, where the goal is to achieve
mutual understanding with respect to the explanation. We
envision the dialog system to be adaptive with respect to
the user, as the amount of detail of the explanatory dialogue
should be conditioned on their abilities and expectations [18].
Oversimplified explanations that lead to unjustified trust must
be avoided [36], therefore one challenge is to find a trade-off
between persuasive and descriptive explanation strategies [37].
Other challenges include how to best present the narrative,
e.g. by splitting it into multiple installments [38], and how
to adapt user representations over time. We are planning
to investigate these research questions using a multimodal
interactive explanation use case in a Motion Synthesis frame-
work, focusing on urban street scenes. The proposed dialog
system should also adapt to user intent, by matching a user
query with an appropriate explanation method. A query like
Which inputs contributed most to model output? matches with
an explanation method highlighting parts of the input, e.g.
based on input gradients [39]. In contrast, a query like What
(general) patterns in the (training) data are responsible for an
output? matches with an explanation resulting from a probing
task [40]. For matching intent to explanation, we plan to
explore standard intent classification [41], [42] and textual
similarity models [43], [44].
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